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Abstract

Although reports on surface nanostructuring of solid targets by low to medium energy ion irradiation date back to the 1960s, only with the advent of high resolution tools for surface/interface characterization has the high potential of this procedure been recognized as a method for efficient production of surface patterns. Such morphologies are made up of periodic arrangements of nanometric sized features, like ripples and dots, with interest for technological applications due to their electronic, magnetic, and optical properties. Thus, roughly for the last ten years large efforts have been directed towards harnessing this nanofabrication technique. However, and particularly in view of recent experimental developments, we can say that the basic mechanisms controlling these pattern formation processes remain poorly understood. The lack of nanostructuring at low angles of incidence on some pure monoelemental targets, the role of impurities in the surface dynamics and other recent observations are challenging the classic view on the phenomenon as the mere interplay between the curvature dependence of the sputtering yield and surface diffusion. We review the main attempts at a theoretical (continuum) description of these systems, with emphasis on recent developments. Strong hints already exist that the nature of the morphological instability has to be rethought as originating in the material flow that is induced by the ion beam.

1. Introduction

Observations of nano-scale patterns on the surfaces of solid targets that undergo irradiation by 100 eV to 10 keV ions, date back at least to the early 1960s [1,2]. They correspond to materials that either are amorphous like glass, or become amorphized by this type of bombardment like monocrystalline semiconductors such as Si [3]. These are the type of targets that we will be considering in the present work. Actually, quite similar patterns are found on other materials, such as metallic [4] or insulating targets, see e.g. [5,6] for reviews, but additional physical effects are expected to come into play into their pattern forming properties.

Already in the first accounts of these shapes, and due to the naked eye similarities, natural analogies were drawn to more familiar patterns, like ripples that form in a self-organized fashion on the surface of sandy dunes, due to the action of wind or water. Examples illustrating these analogies can be found in Fig. 1. As it turns out, this analogy has played a fruitful role in the modeling of the nanostructures formed by ion-beam sputtering (IBS), and is expected to maintain as an inspiration for future developments, as seen below.

With the advent of high resolution surface characterization techniques, important geometrical features of these structures were revealed, such as the large degree of in-plane ordering that they can develop [7], which is of clear practical importance to applications ranging from optoelectronic to catalytic. Moreover, the universality of their production has been assessed [6], in the sense of the high degree of independence on the specific ion-target combination, as well as the dependence of their shape (e.g. rippled vs dot-like) only on rather general geometrical constraints, such as the symmetry of the experimental set-up (ripples for oblique angles of incidence $\theta \neq 0$ and dots for normal incidence $\theta = 0$, or else for oblique incidence onto a rotating target), although some exceptions to these rules can be found, see e.g. [8]. From the point of view of understanding the physical processes that govern this pattern formation phenomenon, a crucial input concerns the availability of data on the time evolution of these systems. At this, one has to take into account the range of fluxes that is usually employed, typically 1 to 10 ion nm$^{-2}$ s$^{-1}$. Thus, the time scale associated with...
ion beam nanostructuring ($\approx 1$ s) is orders of magnitude slower than the typical times ($\approx 1$ ps) associated with the relaxation of collision cascades or with surface diffusion hopping attempts. This induces the occurrence of non-trivial changes in the morphological evolution at macroscopic time scales (from seconds to hours).

Coming back to the analogy with macroscopic patterns, it is instructive to compare typical magnitudes both in IBS nano-patterned systems and, e.g., ripple formation on aeolian sand dunes. Thus, ripple formation and coarsening has been observed for normal Ga$^+$ bombardment of Si at 30 keV [9]. The ripple wavelength at instability onset was near 50 nm, ripples being transported in-plane with a velocity close to 0.3 nm/s. Quite similar figures were obtained more recently for off-normal irradiation of glass with similar beam characteristics [10]. Meanwhile, field and laboratory experiments on the formation of aeolian ripples indicate typical wavelengths around 6 cm and ripple transport speeds at 0.07 cm/s [11]. Hence, while there is a difference of 6 orders of magnitude in length scales, the typical times needed to travel the corresponding wave-length distances are both of the order of seconds (see a review in [5]), cannot be a complete description of the process, as it predicts exponential blow-up of the surface height.

Natural improvements of the BH framework were subsequently attempted [18,19], see [20] for a unified presentation. The most salient features of these were non-linear effects that are able to tame the BH instability and drive the surface to a stationary state, and contributions to the equation of motion that take the shape of surface diffusion terms, but with a purely erosive origin unrelated to actual material transport. Technically, these terms originate in the description of the surface geometry to a high order of approximation. Considering the case of normal incidence for simplicity, the ensuing interface equation takes the following shape

$$\frac{\partial h}{\partial t} = -v_{x,y} \nabla^2 h - x \nabla^4 h + \lambda (\nabla h)^2 + \eta,$$  

where coefficients $v_{x,y}$ depend on phenomenological parameters like flux, average ion energy, average penetration depth, and other features of the chosen distribution for energy deposition. Some comments on Eq. (1) are in order. First, in BH’s original derivation the third term on the rhs was put forward ad-hoc in order to introduce an smoothing mechanism that controls the small scale behavior of the system. Physically, their choice corresponds to thermal surface diffusion as classically described by Mullins [16]. Note that in such a case the coefficient $B$ becomes proportional to parameters such as the surface diffusivity coefficient, that only depends on temperature in Mullins’ derivation. However, irradiation is expected to influence the value of the latter property [17], the present approach being incapable of reflecting this fact. Second, the BH equation, albeit successful in explaining a number of experimental observations including the ripple orientation with respect to the ion beam (see a review in [5]), cannot be a complete description of the process, as it predicts exponential blow-up of the surface height.

Historically, the work that paved the way for further continuum modeling of IBS surface nanopatterns is due to Bradley and Harper (BH) [14]. The procedure amounts to assuming that collision cascades relax infinitely fast so that one can compute the local velocity of erosion at a surface point as proportional to the total energy that is thus deposited in its surroundings. It had been already pointed out by Sigmund [15] that this assumption leads to what is known as a morphological instability: due to this mechanism, the bottom of a trough is eroded faster than a surface peak, so that initial height inhomogeneities will be amplified. Using Sigmund’s Gaussian description for energy deposition within the linear cascade regime [15], BH then performed a small slope approximation that allowed them to obtain a closed evolution equation for the target surface height $h(r,t)$ as we provide the main terms, after appropriate choice of a reference frame [14]
transient time, the surface amplitude stabilizes, entering a second regime in which the pattern evolves in a highly nonlinear fashion becoming disordered both in plane and in the growth direction, with fluctuations that display kinetic roughening properties [22]. This type of behavior applies to the observed evolution of some IBS nanopatterns [23], but the generically expected and technologically appealing case in which well ordered dots or ripples form, remains far from description by the KS equation proper. Thus, for a number of years various attempts were made at improved descriptions through further generalizations of the KS equation. We can mention the damped KS equation in which a linear term of the form $-\kappa h$ is added to the rhs of Eq. (2) [24]. This additional term is well known in the Pattern Formation context to allow for improved ordering of the cellular structure (dots) for appropriate parameter conditions. However, to date, there is not a satisfactory physical interpretation of the damping parameter $\kappa$. Another possibility to go beyond the KS equation is to carry out the BH-type expansion to still a higher non-linear order, as indeed was done in [25], obtaining an interface equation that for normal incidence reads

$$\frac{\partial h}{\partial t} = -\nu \nabla^2 h - x \nabla^4 h + \lambda^1 (\nabla h) + \lambda^2 (\nabla^2 h)^2.$$  

Unfortunately, coefficients $\lambda^{(1,2)}$ take the same sign as functions of phenomenological parameters, so that there may be a cancellation mode in Eq. (3) [26,27]. This means that the wave-vector value $k = (\lambda^1/\lambda^2)^{1/2}$ is linearly unstable and that nonlinear terms may exactly cancel each other for its equation of motion, so that its amplitude blows up exponentially, as a result of which the continuum description breaks down. In summary, the BH approach based on the $ad-hoc$ combination of the erosion rate and surface diffusion effects not only may be of a limited physical applicability, but is also affected by issues on mathematical consistency. Note that probably this is not necessarily due to employing Sigmund’s Gaussian description of energy deposition: as seen for exponential [28] as well as for more general [29] energy deposition functions, the main qualitative pattern-forming properties are essentially unchanged as compared with those induced by Gaussian decay.

3. Two-field “hydrodynamic” models

Having reached this point in the continuum description of IBS induced nanopatterns, by 2005 there was a need for an improved continuum model that: (i) introduced an increased number and type of relaxation mechanisms in a natural (non $ad-hoc$) way that allows for an interaction among them and for the expected interplay between transport and morphology; (ii) improves upon consistency issues (cancellation modes, etc.); (iii) can in principle be adapted to improvements in the description of energy distribution; (iv) can account for the main physical phenomena above within an unified framework, conspicuously including in-plane order and coarsening properties of the pattern, and (v) generalizes previous linear and non-linear models, incorporating their successes and improving upon their shortcomings. In order to implement this research program, a timely observation by Aste and Valbusa [30] brought back attention to the analogy with macroscopic pattern formation noted in Section 1. The idea is that for aeolian or under-water sand ripples, a successful approach is available (see [31] for a review) in which the surface dynamics is coupled with that of the density of species whose transport gives rise to the physical correlations across the sand dune, that will eventually lead to the pattern formation process. Thus, one needs to describe in more detail the near-surface region in order to properly account the system dynamics.

Actually, the formation on semiconductors of a thin amorphous layer on top of a crystalline bulk under the present type of irradiation is well documented [3]. Typical figures as assessed e.g. by MD indicate [32] a stationary thickness of 2–3 nm for 500 eV Ar$^+$ irradiation of Si, that is readily produced for a fluence of $4 \times 10^{14}$ ions cm$^{-2}$. With a sputtering yield that stabilizes at around 0.45 under the previous irradiation conditions, this implies that, during the morphologically non-trivial evolution, the main effect of the beam is amorphizing the solid while maintaining a stationary amorphous layer, rather than sputtering proper. To some extent one can speak about “local redeposition” in the sense that atoms that are eroded from the crystalline bulk remain (“redeposit back”) at the surface, provided the amorphous layer is thin so that it can be loosely identified with the surface itself. Actually, the idea of a thin surface layer that is subject to ion-induced viscous flow had allowed Umbach et al. [33] to improve their description of the temperature dependence of the ripple wavelength for experiments on irradiation of silica.

Capitalizing on these ideas, we have developed this “hydrodynamic” approach for the cases of normal [34] and of oblique incidence [35]. Incidentally, the quotes are in order since this is not yet a full implementation of, say, the Navier–Stokes equations for these systems (see Section 6). We are, rather, borrowing the terminology from the Granular Matter community, wherein this type of continuum approach is dubbed in the present form. In general, we consider a coupled system of equations for the dynamics of the surface height $h$ and of the density of species, $R$, that are subject to (diffusive) transport within the amorphous layer,

$$\partial h = -\Gamma \nabla^2 h + \Gamma_{ad} + \Gamma_{ex},$$  

$$\partial R = (1-\phi) \Gamma_{ex} - \Gamma_{ad} + \nabla^2 R.$$  

Here $\Gamma_{ex}(\Gamma_{ad})$ are rates of excavation (addition) from (to) the crystalline bulk. The idea is that removal of material decreases the value of $h$ and increases that of $R$, and it is the latter that is transported with diffusivity $D$. The parameter $\phi$ controls the amount of local redeposition, as easily seen by its limiting cases. Thus, for $\phi = 1$ all excavated material is immediately sputtered away without contribution to local redeposition, while $\phi = 0$ implies full material conservation. While (4) and (5) are a statement on conservation of mass, proper constitutive laws are required that relate the rates $\Gamma$ to the physical fields, $h$ and $R$ themselves. A natural choice for $\Gamma_{ex}$ is [34,35]

$$\Gamma_{ex} = \Gamma_{th} [1 + \nabla \cdot (2 \nabla h) + \nabla \cdot (2 \nabla^2 h) + \cdots],$$  

where $\Gamma_{th}$ are tensors in the general anisotropic case, and one can essentially recognize the rhs of the BH-type statements on the local erosion velocity (1) and (2). Here the scale is fixed by the erosion rate of a flat interface, $\Gamma_{th} = \Gamma_{th} \Omega$, that takes typical values in the 0.1–10$^4$ nm s$^{-1}$ range, where $J$ is the ion flux, $\Gamma_{th}$ is the sputtering yield, and $\Omega$ is the atomic volume. On the other hand, the addition rate is chosen so as to reproduce Mullins’ surface diffusion in the absence of irradiation (i.e. for $\Gamma_{ad} = 0$), favoring transport from low to high coordination surface sites, in a way that is moderated by curvature, thus (assuming again isotropy in the $(x,y)$ plane in order to simplify the presentation)

$$\Gamma_{ad} = \gamma \left[ \nabla \cdot (1 - \gamma \nabla^2 h) \right].$$  

Here $R_{eq}$ is an “equilibrium” density of mobile species that can be non-zero even in the absence of a beam, $\gamma$ is surface tension, and $\gamma \approx 10^3$ s$^{-1}$ sets the time scale associated with e.g. surface diffusion hopping attempts. One indication that system (4) through (7) is a natural continuum description of the present nanoscale phenomena is the fact that it reduces exactly to Mullins’ formulation of surface diffusion for $\Gamma_{ad} = 0$, see the second reference in [35].
Although one can study the dynamics of the full set (4) and (5), advantage can be taken from the physical fact that \( e = \frac{2}{(7)} \frac{c}{\sqrt{7} e_{RQK}} \approx 10^{-12} \) is a non-dimensional small parameter for the situations of interest. This implies that the \( R \) field evolves in a much shorter time scale than the height so that power expansion in \( e \) leads to a single equation for the latter that reads (for normal incidence \( \phi = 0 \)) [34]

\[
\frac{\partial h}{\partial t} = -v \nabla^2 h - \nabla^4 h + \lambda^{(1)}(\nabla h)^2 - \lambda^{(2)}(\nabla h)^2.
\]  

Note that this equation has the exact same shape as Eq. (3), but thanks to the sign of its last term on the rhs can become free of cancellation modes. As in previous models, coefficients appearing in Eq. (8) are also (different) functions of phenomenological parameters, and actually couple the various concurrent mechanisms in a natural way. For instance, the coefficient corresponding to surface diffusion type effects, \( \kappa = D_{RQK} + \phi_2 \kappa_2 - \phi_2 \kappa_2 \) gets contributions, respectively, of thermal origin, due to high-order description of collision cascades [19], and of a mixed nature that is ion-induced (proportional to \( \lambda_0 \)) but mediated by surface transport (e.g. proportional to \( D \)). As discussed elsewhere, Eq. (8) does moreover lead to short range order of the nanodots and intermediate coarsening properties, to the extent that it compares quite favorably not only qualitatively [36], but even quantitatively to experiments on e.g. Si targets [37]. The anisotropic version of this equation reads [35]

\[
\frac{\partial \mathbf{h}}{\partial t} = \mathbf{\nabla h} + \sum_{i,j} \left\{ -\nabla \phi_i \frac{\partial \mathbf{h}}{\partial x_j} + \lambda^{(1)}(\partial h)(\partial h) + \Omega \phi_i \frac{\partial \mathbf{h}}{\partial x_j} + \zeta_i(\partial h)(\partial h) \right\} \\
+ \sum_{i,j} \left\{ -\kappa \frac{\partial \mathbf{h}}{\partial x_j} + \phi_i \frac{\partial \mathbf{h}}{\partial x_j} \right\},
\]  

where again coefficients are functions of physical parameters, also leading to non-uniform ripple transport and coarsening, and to good qualitative comparison with some experiments (see e.g. in [6,13]). Hence, up to 2008 an improved continuum description had been achieved that indeed generalizes previous descriptions in the intended way. Thus, this “hydrodynamic” formulation is versatile enough to incorporate previous theories such as BH in order to relate microscopic mechanisms with model parameters, while being able to separate the essential mechanisms involved in the formation of the pattern. In general, nonuniform pattern dynamics is predicted that can be roughly broken down into various time regimes including a pattern formation (morphological instability) transient, followed by coarsening/transport and ordering, then large scale roughening, and finally reaching the stationary state. The time extent of each regime depends on system parameters through the coefficients in the appropriate equation of motion.

### 4. Long range order/issues on coarsening

As mentioned in the previous section, in general the “hydrodynamic” model just discussed leads to the expectation of a coarsening transient right after the exponential regime induced by the morphological instability dies out. The duration of such an intermediate coarsening period would depend on experimental conditions, but in any case it would be followed either by another period dominated by surface kinetic roughening, or else by saturation to the stationary state [39]. In this sense, there are experimental observations that do not agree with such an expectation. For instance, under 1.2 keV Kr+ irradiation of Si, highly long-range ordered ripples are produced [40] (in contrast with the short-range order associated with the model of Section 3), that do not show any coarsening. Although the long time, large scale behavior of these morphologies suggests some onset of long wavelength corrugations, it seems hard to reconcile these structures with those predicted e.g. by Eq. (9). Likewise, the coarsening properties of Si targets irradiated by Ar+ at 500 eV [41] seem to evade those expected for the latter equation: in these experiments, coarsening of the ripple wavelength continues even after saturation of the surface roughness, that again is unexpected for the “hydrodynamic” model.

### 4.2. Role of impurities and/or preferential sputtering

An important observation was reported in [42] for Si bombardment with 1 keV Ar+, that “seeding” was required in their experiments in order to induce nanodot formation, that was not achieved for clean samples. After this, an increasing awareness has aroused in the community that intentional or accidental contamination with metallic species is needed in order to trigger the pattern formation process in some pure monoelemental targets. In more recent times, interesting consequences have been derived from this fact, as it seems that the concentration and type of impurities can be tuned in order to control the type of morphology (holes, dots, ripples, etc.) that develops [43–45]. At any rate, this property might be related with the role that preferential sputtering is hypothesized [46] to have in the morphological instability, although more systematic theoretical and experimental studies seem to be required.

### 4.3. Lack of pattern formation at small incidence angles

The observation by Ozaydin et al. on the lack of pattern formation for the case of clean targets was made for normal incidence conditions. Actually, similar observations had been reported much earlier [47], although at that time no connection to the possible role of (the lack of) impurities had been made; more recent confirmations are also available, see e.g. [41]. Working also with Si targets at a higher energy (10–40 keV), Carter and Vishnyakov [47] attributed, rather, their pattern-less surfaces to a process by which, due to momentum transfer, the ion beam would induce down-hill currents on the surface that would tend to smooth out surface features for small incidence angles. Due to the difficulty in the parametrization of this effect, that had been invoked for a particular experiment, their observation remained relatively unconnected from further developments in the modeling of IBS nanopatterns. Further credit for the idea came from studies of ultrasmooth surfaces of amorphous carbon (a-C) films [48]. Although the average ion energy in the MD simulations reported in this reference is at the lower limit of the region we are considering here, suggestive numerical evidence was indeed provided on the net downhill displacement of the target atoms as induced by the ion beam. This property was then employed to argue in favor of the remarkable smoothing dynamics seen on the a-C films analyzed.
In view of the relatively confusing situation\textsuperscript{2} in which different (sometimes conflicting) observations were reported under similar conditions, recently a number of experiments have been addressed at clarifying the situation. These works\cite{50} focus on Si targets as a representative case of materials that become amorphous under irradiation, explicitly avoiding metallic impurities. To our knowledge, these are the most complete studies of this type that have been reported to date, hence we will consider them in some detail. Results are summarized in Fig. 2, adapted from this reference. The authors investigate the pattern forming properties of the system using as control parameters the incidence angle and the average ion energy, $E$. The main features of their results are\cite{50}: (i) no pattern forms for angles below $\theta_{\text{exp}} = 48^\circ$; this angle value being energy independent; (ii) the morphological transition at $\theta_{\text{exp}}$ is characterized by a wavelength that diverges as $\lambda_0 = (\theta - \theta_1)^{-1.2}$ for $\theta \geq \theta_{\text{exp}}$; (iii) there is another transition line at relatively small angles and energies, however, the characteristic pattern wavelength remains constant when approaching this line, and is simply not defined on the side of it corresponding to flat surfaces.

These experimental results pose several difficulties to previous models of IBS nanopatterning\cite{29,50}. On the one hand, the lack of pattern formation for moderate energies is not compatible with BH-type expansions, and cannot be accounted for even by refinement of these through two-field formulations, unless additional relaxation mechanisms are invoked which in principle can be done, see\cite{30,35}. The morphological transition at the energy independent $\theta_{\text{exp}} = 48^\circ$ line is of type II in the Pattern Formation terminology\cite{21}, associated nonetheless with BH-type models. Such transitions are akin to second order or continuous phase transitions in equilibrium Statistical Physics, in which the characteristic length scale in the system diverges at the transition line (equivalently, the associated wave-vector vanishes continuously). On the other hand, the oblique transition line at small $(\theta, E)$ seems fundamentally new in this context, being of the so-called type I\cite{21}, akin to a first order phase transition. In these transitions, the characteristic wave-vector jumps discontinuously from a finite value (in the pattern forming region) to zero in the flat region. Such type of transition is new in the IBS context, even thinking of additional mechanisms such as e.g. Carter’s momentum transfer. Working within a long-wavelength approximation, this led the authors of\cite{29,50} to concluding the relevance of non-local effects that could accommodate such type of behavior, although without sufficient support for specific candidates.

6. Fully hydrodynamical model

In face of the new experimental data discussed in the previous Section, some of us\cite{51} have very recently reconsidered the basic ingredients that are required in the continuum description of IBS surface nanopatterns in order to account within a single framework for, at least, the most salient features of the recent experimental picture of the process. In order to do this, and in view of the large predictive power that ensues when considering the dynamics of material transport, as seen in Section 3, a natural choice is to focus on this process and leave the surface dynamics to arise, rather, as a byproduct of the physical phenomena that are thus taking place in the target. Hence, we focus on the dynamics of the amorphous layer that rapidly builds up and stabilizes in mechanical properties, as described in Section 3. However, we resort to a properly hydrodynamical description that applies to a layer of arbitrary thickness through the study of the appropriate Navier–Stokes equations. In principle, this description should retrieve results for thin layers so that connection with two-field “hydrodynamic” models is expected to be feasible in appropriate parameter ranges. Actually, previous experimental\cite{52} and theoretical\cite{10,53} approaches to the IBS problem through the effects of viscous flow are available, although no general description of the process had been thus achieved so far.

Note that any fully hydrodynamical approach to this system has to rely on the fact that the present type of material flow is highly viscous (viscosity of the amorphized layer is in the $10^8$ Pa · s range\cite{54}), so that actually Stokes flow applies. After this, we need to specify the remaining conservation and constitutive laws that apply to our system. Thus, we take the flowing layer to be Newtonian and incompressible, and of a stationary thickness $h$ (see Fig. 3), which is achieved by setting the erosion rate at the free interface to equal the erosion rate at the amorphous/crystalline (a/c) interface. The effect of the ion beam is incorporated as a body force acting in the bulk of the fluid that takes into account the reduction of the ion flux due to non-zero values of the local slope of the free surface. Hence, this mechanism is reminiscent of Carter’s\cite{47}, but crucially not restricted to act along the surface but being present, rather, in the bulk of the flowing layer. The coefficient $f_E$ mediating this mechanism has units of a stress gradient, and its value can be inferred\cite{51} from experiments\cite{50} and MD simulations\cite{55}, an order of magnitude estimate that agrees with morphological data being $0.42$ kg nm$^{-2}$ s$^{-2}$. Finally, as for the boundary conditions in

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Fig_3.png}
\caption{Schematic view of an IBS experiment. An amorphous layer of thickness $h$ flows as a highly viscous fluid on top of a crystalline substrate.}
\end{figure}

\textsuperscript{2} For a faithful view on the status of our understanding of IBS nanopatterns only one year ago, see\cite{49} and other papers in the same special issue.
our flow model, there is no externally imposed stress, while surface tension is assumed to act at the free interface, and a no-slip condition is taken at the a/c interface.

As mentioned above, this fluid dynamics has an effect on the shape of the free boundary. In order to assess this, one typically considers an initially flat interface and assesses its stability with respect to periodic modulation of wave-vector \(k\), finding that perturbations evolve with an amplitude proportional to \(\exp(\omega_k t)\), where

\[
\Re \omega_k = -\frac{f(\cos 2\theta + k^2)}{2\mu} + \Re \tau_k. \tag{10}
\]

Here, \(\mu\) is the ion-induced viscosity and \(\tau_k\) is the contribution to this so-called dispersion relation, due to purely erosive mechanisms akin to \(\Gamma_{\alpha}\) in Eq. (6). Eq. (10) shows that, in this hydrodynamic formulation, ion-driving and material relaxation couple in a natural albeit non-trivial way that generalizes known results. We should emphasize that the specific form of the dispersion relation, \(\Re \omega_k\), is not essential in order to understand its significance. Thus, note that it can be written in the form

\[
\Re \omega_k = -\frac{f(\cos 2\theta + k^2)}{2\mu} + \Re \tau_k, \tag{11}
\]

with \(F(\theta)\) being a single variable function. This means that, even in the limit in which the pattern wavelength is much larger than the thickness of the amorphous layer, nonlocal effects—reflected in the overall prefactor in Eq. (11)—may be responsible for the type
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beam effects can provide the non-local mechanisms speculated upon earlier [29,50].

7. Conclusions and outlook

As a general conclusion, we believe that continuum models still hold promise for describing surface nanopatterning under IBS, although, at present, many issues remain quite open. Already working within the scope of Section 6 there are many details, such as the energy dependence of the bulk force or an accurate representation of erosive contributions, that would indeed benefit from complementary approaches, such as more atomistic models, and of course from experimental assessment. At any rate, the attention of further efforts needs to be directed to an understanding of the dynamics of the amorphous layer. Naturally, additional features need to be incorporated and understood, such as the anisotropy of the IBS setup and its relevance for transitions among different patterns. Also, as suggested by the model in Ref. [51], a full understanding of the stress field beneath the surface seems a candidate for new and exciting research in the future years, both for theoreticians and experimentalists. Once the role of impurities and preferential sputtering is incorporated, a full picture of the IBS nanopatterning process can be envisaged to arise that finally leads to a complete harnessing of this fascinating bottom-up route to self-organized surface nanostructuring.

Acknowledgments

This work has been partially supported by the Spanish Ministry of Science and Innovation (Grants Nos. FIS2009-12964-C05-01, FIS2009-12964-C05-03, FIS2009-12964-C05-04, and CSD2008-00023).

References


\[\text{In this sense, flow effects can provide the non-local mechanisms speculated upon earlier [29,50].}\]